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Detection using Data Mining Algorithms 
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Abstract-- The insurance industry has been factually a growing industry. It plays an important role of insuring the economic aspects of a county. The 

annual income of the insurance company is increase time to time but as the same interval, the scale of insurance fraud also increase and it’s difficult to 
face fraud problem. Workmen’s compensation insurance fraud occurs when someone knowingly, with intent to cheat, makes a false, material statement 
or it may employees exaggerate or even fabricate injuries. Data Mining has been widely used to predict insurance fraud. It is a technique that used to 
extract hidden patterns from large amount of data set and, used to for make decision. In this paper, it is conducted to a comparative study for different 
algorithms to select the final best performance accuracy of the insurance fraud detection in the case of workmen compensation. For this purpose, four 
classification algorithms such as J48, Jrip, PART and Naïve Bayes were implemented and compared to know the best prediction result. The outcome 
showed that J48 decision tree is outperforming in the particular case since it has higher accuracy rate of 96.81% in 90% percentage split test option. 
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1. Introduction 

he insurance industry has been factually a growing 

industry. It plays an important role in ensuring the 

economic aspects of a county. Insurance is an 

agreement or policy in which an individual or entity receives 

financial protection or compensation against losses from an 

insurance company. It is also a way of managing risks. 

However, frauds occur many faces in workmen’s 

compensation insurance. People who exaggerate or 

misrepresent a claim or submit a false claim are committing 

fraud. It may also health care providers who submit false 

medical reports or inflated bills are committing fraud [1].  

Insurance companies lose a lot of money through fraudulent 

claims each year [2]. Researches indicates that the annual 

insurance fraud cost for the property and casualty insurance 

industry is over 25 billion dollars. From this Workers’ 

compensation insurance alone accounts for a sizable portion 

of this total cost [3]. Now a day’s insurance company’s store 

large amount of data in their databases. But the stored data’s 

is not indicates their customers behavior and preferences. So 

it needs to extract useful information from such evenly 

growing data. Therefore, data mining is an important tool to 

extract useful information from such databases.  

 

Data mining is the exploration and analysis of large 

quantities of data in order to discover valid, novel, 

potentially useful, and ultimately understandable patterns 

of data [4]. There are many data mining techniques, methods 

and tools to extract a useful information from a large dataset. 
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From this the one data mining techniques is classification. It 

is one of the most commonly used techniques, to develop 

models that can datasets as large. And it maps data into their 

predefined groups or segments [5]. It is commonly used in 

insurance fraud detection. In this research work, J48, JRip, 

PART and Naïve Bayes classification algorithms that are 

used for insurance fraud detection. This current study were 

compare these algorithms performance and to select the best 

performance in workmen’s insurance fraud detection.  

 

2. Literature Review 

2.1. Naïve Bayes Algorithm 

Naïve Bayesian Classifier is a machine-learning algorithm 

that maps (classifies) a data set into one of several predefined 

classes. It attempts to maximize the posterior probability in 

determining the class. Observations show that Naïve Bayes 

performs consistently before and after reduction of number 

of attributes [6].  

 

The Naive Bayes algorithm can be used for both binary and 

multiclass classification problems [7]. It builds a model to 

classify new cases based on observed probabilities and 

supporting evidence from the training data. Naïve Bayes is 

a probabilistic machine learning algorithm based on the 

Bayes Theorem, used in a wide variety of classification tasks 

[8]. 
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2.2. JRip Rule Based Algorithm 

The basic form of a rule is the following: if<conditions> then 

<conclusion>. Where <conditions> represents the situations 

of a rule, whereas <conclusion> represents its conclusion. 

The conditions of a rule are connected between each other 

with logical connectives such as AND, OR, NOT, etc., thus 

forming a logical function [9]. When sufficient conditions of 

a rule are satisfied, the conclusion is derived and the rule is 

trigger. Rules represent general knowledge regarding a 

domain. 

 

JRip implements a propositional rule learner. A Repeated 

Incremental Pruning to Produce Error Reduction (RIPPER). 

It is an inference and rules-based learner (RIPPER) that can 

be used to classify elements with propositional rule [10]. The 

RIPPER algorithm is a direct method used to extract rules 

directly from the data. JRip (Weka's implementation of the 

RIPPER rule learner) is a fast algorithm for learning 

condition-conclusion rules. Like decision trees rule learning 

algorithms are popular because the knowledge 

representation is very easy to interpret. 

 

2.3. PART Rule Based Algorithm 

PART as a rule based algorithm that produces a set of if-then 

rules that can be used to classify data. PART is a modification 

of C4.5 and RIPPER algorithms and draws strategies from 

both. PART adopts the divide-and-conquer strategy of 

RIPPER and combines it with the decision tree approach of 

C4.5. PART builds a partial decision tree for the current set 

of instances and chooses the leaf with the largest coverage as 

a new rule. Though unlike that of C4.5 the trees built by 

PART for each rules are partial and incomplete, PART is 

advantageous because of its simplicity and its capability of 

generating sufficiently strong rules [11]. 

 

2.4. J48 Decision Tree Algorithm 

Decision Tree Classifier is a simple and widely used 

classification technique to solve the classification problem. 

Decision trees are machine learning techniques that express 

independent attributes and a dependent attribute in a tree-

shaped structure, that represents a set of decisions for 

inductive inference over supervised data [12]. A decision 

tree is a procedure for classifying categorical data based on 

their attributes. It is also efficient for processing large 

amount of data, so is often used in data mining application. 

 

Decision tree algorithms such as ID3, J48 and NB Tree can be 

applied on a large amount of data, and produced valuable 

predictions to evaluate future behavior of a problem. 

Decision tree are preferred because they can evaluate 

information more accurately than other methods [13]. 

 

3. Methodology  

Methodology is a step or procedures that a research work 

follows from its inception to a conclusion, to achieve a 

specific tasks or goals. To do this research work, it uses red 

flag variables to scores the claims, which provides an 

indication of a claim being fraud or not and a hybrid model 

is implemented. To detect insurance fraud the research has 

follow a clustering techniques then followed by a 

classification technique. The Clustering algorithms used to 

discover the natural grouping of insurance claims as fraud 

and non-fraud. For this purpose K-mean clustering 

algorithm is used. Then followed by a classification 

technique, which helps to predict insurance fraud suspicious 

claims. For this case, J48, JRip, PART and Naïve Bayes 

algorithms are used, to predict the insurance fraud. Finally 

the study compares the performance of the algorithm that 

predict fraud. 

 

The data that used for this research work is get from Ethiopia 

Insurance Corporation main branch in Addis Ababa. There 

are different insurances offered by the company, from this, 

the study is considered in workmen’s compensation 

insurance. The original dataset which gets from the INSIS 

database is 17296 records and 27 attributes. This study 

comprises three steps to preprocess the data that is to 

comfortable for the selected technique. The first step is data 

cleaning, the second is attribute selection, and the last one is 

derived a new attribute which, is used to necessary to 

identify fraud suspicious claims. Data cleaning is an 

important thing in a data mining research to get a good 

result and it perform before analysis like to identify missing 

value, noisy and inconsistent data. The whole dataset that 

get from the insurance company is not important for fraud 

detection. So, the next step is to select the important 

attributes that necessary to detect fraud. For this purpose, 

gain ration attribute selection method is used. Finally, 

derived a new attribute from the existing data is processed. 

CLAIM_REPORT_LENGTH_ DATE (the length of the 

accident report date since its occurrence) is derived from the 

EVENT DATE and NOTIFICATION DATE columns of the 

existing data set. 

CLAIM_REPORT_LENGTH_DATE=EVENT_DATE-

NOTIFICATION_DATE 
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The final selected attribute for the study is 

CLAIM_REPORT_LENGTH_ DATE, claim office, risk type, 

claim state, cover type, notification date, event place, sales 

channel, object type, profession and claim amount. After the 

pre-processing step is performed, the total records in the 

study is 17275 records and 12 attributes with the final class 

are used for classification purpose.    

 

4. Result and Discussion 

As the nature of dataset that get from the insurance company 

is not divided as fraud and non-fraud, it is necessary to 

develop a clustering technique.  To implement this 

technique, a k means algorithm is used to set a different 

value for the distance function, seed value and 2 as a number 

of cluster. After this the first group contains the claim that 

the claim report length date is slow, the claim amount is 

high, the notification date is Monday and the claim state 

annulled is considered as a fraud suspicious claims. On the 

other hand, the claim report length date is fast, the claim 

amount is low, the notification date is Tuesday and the claim 

state paid is considered as a non-fraud suspicious claims. 

Next to this, to develop a classification model it uses the 

output of clustering model. J48, JRip, PART and Naïve Bayes 

algorithms are used for classify insurance claims as fraud 

and non-fraud for their predefined classes. In order to 

classify the records, 10-fold cross-validation and the 

percentage split test options are used. The following table 

table1 shows, the correctly and incorrectly classified 

insurance claim instance with their performance is 

described. 

Table 1 the comparison of different algorithms in 10 fold 

cross validation and 90% percentage split 

 

As seen in the above table, 10 fold cross validation and 90% 

percentage split and test options are described. And it were 

done a different experiments in percentage split like the 

default 66%, 70%, 80%, and 90%. But the one which is a 

higher accuracy is described in this paper i.e. 90% percentage 

split. So from the experimental result, as it can be seen in the 

table, J48 decision tree algorithm in a 90 % percentage split 

is the highest accuracy of the prediction model than the other 

algorithms. It scores an accuracy of 96.81%, which is a 

highest value and the final selected algorithm for the study.  

 

The following figure fig1 shows the comparison of different 

algorithms in 90% percentage split.  

 

Fig 1 the comparison of algorithms in 90% percentage split 

 

The following table table 2, shows that the confusion matrix 

of the final selected algorithm which is J48 in 90% percentage 

split is described. From the total testing datasets of 1727 

records, 1672 records are correctly classified, while 55 

records are incorrectly classified. Which means that, from 

the total 443 fraud suspicious claim 410 instance is correctly 

classified as fraud suspicious and 33 instances is incorrectly 

classified as non- fraud suspicious. On the other hand, from 

the total 1284 non-fraud suspicious claims, 1262 instances are 

correctly classified as non-fraud suspicious and 22 instances 

is incorrectly classified as fraud suspicious claims.  

 

Table 2 the confusion matrix of the final selected algorithm 

J48 in 90% percentage split 

 

For this study, a number of the experiment was done but it 

present only the finally selected ones in the above table table 

2. In addition to this, to know the best algorithm for the given 

case, it is possible to compare the mean absolute error and 

root mean square error. So as it can be seen from the above 

table table 1, the mean absolute error and root mean square 

error is lower in J48 algorithm with 90% percentage split test 

option than the others. Therefore, it is credible to conclude 
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that J48 decision tree algorithm is the best prediction 

performance than the other for in workmen’s compensation 

insurance fraud detection.  

 

5. Conclusion  

As a conclusion insurance companies store large amount of 

data from their customers in the day to day activities. These 

data are invaluable information about their customers’. 

However, to extract valuable information from this 

enormous data it takes time and manpower. So, it needs an 

advanced technique and tool to extract meaningful patterns 

and rules from this data. Data Mining is a powerful 

techniques have been applied for workmen’s insurance 

fraud detection. In the study, a clustering technique is 

followed by a classification technique to detect and predict 

fraud.  Then, J48 decision tree is the best algorithm to predict 

insurance fraud whether a given claim is fraud or non-fraud 

in workmen’s compensation. It scores an accuracy of 96.81% 

in 90% percentage split test option. In addition to this, it is 

proved that when the number of testing set is increase the 

performance of the algorithm is also increase. 
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